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Abstract—Traditionally Shewhart control charts have served as a 
fundamental tool for statistical quality control. These charts, 
however, are based on the assumption that the samples are 
independent and thus have no correlation. This assumption is 
challenged in many of the process industries where the production 
and the sampling rates are high. In such a scenario, Shewhart 
control charts fail as they predict excessive false alarms resulting in 
unnecessary expenditure in investigating the special causes. The 
effect of autocorrelation on control charts has been analyzed in 
literature and some the findings have been presented in this term 
paper.  
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1. INTRODUCTION 

Autocorrelation is the measure of dependency between series 
of observations collected at various time intervals. To quantify 
the degree of interaction, the auto correlation coefficient 
defined by Russo et al. as: 

rk =
∑

∑ 	
 

Xk = Auto covariance of lag k 

N= Total number of observations in data set 

Xt= Time series 

	= Mean of observations 

Lag refers to the time interval between successive 
observations. Autocorrelation in the data can be analyzed 
easily by constructing a scatter plot of the successive 
observations in software such as MINITAB. An example of a 
scatter plot for a positive autocorrelation has been presented 
below, where xk and x (k+1) denote the observations at k and 
(k+1) time interval respectively.  

 

Fig. 1 Scatter plot for positive autocorrelation 

When the sampling is carried out frequently then the samples 
are not independent and significant relation between them. 
This may also occur as the error in setting up the machine 
process parameters influences the entire lot. If this machine is 
running continuously and samples are taken, then the samples 
will not be independent. In such a scenario, traditional 
Shewhart control charts fail used as it violates the underlying 
assumption that the samples are independent. To take account 
the effect of auto correlation various time series models are 
employed which are explained below. 

2. ARIMA MODEL 

ARIMA or the Autoregressive Moving Integrated Average 
Model is a time series model which takes into account the 
dependency of the previous observations on the current 
observation. The ARIMA Model is a combination of the 
Autoregressive and Moving Average Model and also includes 
the differencing term to make the model stationary (i.e. to 
keep the variance as constant). The ARIMA model has been 
presented below.  

													 =ξ+ɸ +ɸ ɸ ⋯ɸ +             (2) 

 = Observation at time t 

    = Independent white noise at time period t 
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ξ = Unknown constant 

ɸ = Estimation coefficient  

3. METHODOLOGY 

The most effective method to remove the influence of auto 
correlation from control charts is the use of a time series 
ARIMA model explained above. After choosing ARIMA 
model with suitable parameters, residuals must be calculated 
for each data point. The residual is the difference between the 
original data and the data obtained from the ARIMA time 
series model. An important property of residuals is that the 
residuals are uncorrelated and follow normal distribution. This 
can be easily verified by testing for normality and plotting the 
Auto correlation function in MINITAB.  

 

Fig. 2 Normality Plot for Residuals 

  

Fig. 3 ACF for Residual 

Some of the typical plots for residuals have been shown in Fig 
2 &3. Since the residuals are independent and follow normal 

distribution, then the traditional Shewhart control charts can 
be applied without any hesitation. This ARIMA time series 
model can be employed effectively to the desired control 
charts. The literature review has been presented below to 
examine the effects of auto correlation on the control charts 
and the methods to deal with it.   

4. LITERATURE REVIEW 

Darja Noskievičová [7] proposed an iterative algorithm to set 
the control limits when the data is auto correlated and a time 
series ARIMA model is used. The algorithm begins with 
selection of ARIMA model and its parameters. The next step 
is to calculate the residuals. He pointed out that the residuals 
of such model should be normally distributed and must have 
constant variance. In cases, when the residuals do not have a 
constant variance, the model parameters must be altered 
accordingly. Then the ARIMA model must be applied to a 
suitable control chart. To validate his algorithm, the author has 
compared his algorithm with traditional methods by 
constructing control charts for the output of a blast furnace. 
The control limits proposed by the algorithm agreed with that 
proposed by traditional methods. 

Wheeler [2] argued that the usual control limits are affected 
only when the autocorrelation becomes excessive (say 0.80 or 
larger) and the traditional methods for control charts can be 
safely applied when the autocorrelation coefficient is below 
0.8. However, his proposal has not been well accepted by 
many quality control engineers who feel that the effect of 
autocorrelation must not be neglected even when the 
coefficient as low as 0.4.    

Adem Tasdemir [12] analyzed the effect of autocorrelation on 
control charts used to monitor the quality characteristics of 
fine coal using the Stats graphics software. He used a scatter 
plot to find the autocorrelation and found out that there was a 
high correlation of about 0.6 for the ash content. The X/MR 
charts were not effective as they indicated many false alarms 
and he therefore fitted the ARIMA time series model to the 
data by varying the parameters of the ARIMA model and then 
constructed the control charts for residuals. Akaike 
Information Criterion (AIC) which was used to evaluate the 
quality of the statistical model has been used in this study. 
Hence, the model with the lowest value of the AIC was chosen 
as the best model. The ARIMA (0, 1, 2) & ARIMA (0, 1, 0) 
model has been used to recommended to be used for 
generating time series of ash and moisture content 
respectively. Reduced number of out-of control points in the 
residual control charts highlighted the importance of taking 
autocorrelation into account while constructing the control 
charts for the coal industry. 

Kovářík Martin [11] et. al. used the ARIMA, EWMA and 
CUSUM control charts to analyze the stability in cash flows, 
the data considered was the GDP of Britain from 1960 to 
1997. These control charts are sensitive to mean shifting while 
calculating the autocorrelation coefficient. Hence, the 
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objective of the case study was to illustrate the sensitivity of 
the time series models in detecting the small shifts when the 
data is auto correlated. The nature of auto correlation in the 
data they considered was positive first degree (linear) and this 
was found out by constructing of plot of kth observation and 
(k+1) Th observation. The value of auto correlation was found 
out to be 0.86. The results presented showed that time series 
charts are found to be sensitive in detecting small shifts and 
we utilize the fact that these control charts can be used in 
certain situations where the data is auto correlated.  

Young [4] et. al analyzed the effect autocorrelation on the 
X/MR and EWMA process control charts for the continuous 
production of forest products in a real time environment. The 
authors stated that when the data is positively correlated, there 
is a roller coaster type pattern on the graph and when the data 
is negatively correlated, a saw tooth pattern is exhibited on the 
graph. To deal with the auto correlated data(r=0.57), the 
authors used a first order stationary autoregressive AR (1) 
model. In this method the quality characteristic at time t+1 is 
expressed as a linear combination of the quality characteristic 
at time t and the white noise (error). Then the model was 
employed to develop X/MR and EWMA chart. The authors 
also pointed out that adjusting the weight factor for EWMA as 
a function of auto correlation coefficient is necessary, lest the 
control chart will predict the excess of false alarms 

Leoni [14] et.al investigated the effect of autocorrelation on 
the performance of Hoteling T2 Chart. The Hoteling T2 control 
chart is the most referenced control scheme for detecting mean 
shifts in multivariate processes. The T2 chart was constructed 
for a bivariate process and the effect of autocorrelation and 
cross correlation was analyzed by assuming rational subgroups 
of size n=4. The performance of the chart was measured by 
the ARL. It was pointed out that the ARL is not affected by 
the autocorrelation if only one of the two independent 
variables is auto correlated and the chart is robust to detect the 
occurrence of special causes. In the absence of autocorrelation 
or in the presence of two variables with the same level of 
autocorrelation, it was observed that a higher dependence 
between the two variables improves the performance of the T2 
chart when indicating shift of only one variable. The authors 
reported that the ARL increases when the assignable causes 
shifts both the variables... Also the T2 chart has a better 
performance if two data quantities of highly correlated. 

Khediri et. al [8] analyzed control charts for nonlinear auto 
correlated process. The authors have used the method of 
Support Vector Regression (SVR) to analyze the control 
charts for nonlinear processes. The disadvantage with time 
series model is the requirement of process structure 
beforehand. Thus, application of the time series model 
requires a lot of experience and knowledge about the process, 
which is quite often not available. Thus, the authors have 
implemented residual SVR control chart which allow 
analyzing the process control for complex systems without the 
need of a predefining process structure. The control chart 

limits were defined such that, for in-control process, the 
probability of the Run Length being lower to 100 was 
approximately equal to 5%. Results showed that the used 
control charts can effectively monitor the process behavior 
and is robust mechanism to prevent false alarms.  

Aminu Ahmad Magaji [15] et al used the data used by 
Montgomery and Johnson to study the effect of control chart 
performance when data is auto correlated. The work 
concluded that ARIMA (2.0.0) fits most suitably among all 
identified models. This is due to the ability of the model to 
detect the autocorrelation in the observed data. The result was 
concluded after comparing the value of Akaike Information 
Criterion (AIC) selected from the model to obtain a lowest 
value.  The performance of methods was compared before and 
after application of data. The analysis revealed that if the data 
shows the autocorrelation then EWMA control charts can be 
used to detect false alarms.  

In his work R. Noorossana [5] found that the performance of 
multivariate cumulative 
sum (MCUSUM) control chart decreases with autocorrelation. 
The paper also presented a solution based on time series 
methods which improves the Average run length (ARL). 
Healy’s multivariate control procedure was the base for 
proposed method. The study suggests that if residuals instead 
of original data are used, then the ARL of MCUSUM charts 
improves considerably. The method also reduces the 
unnecessary large values of ARL. 

The problem of detecting special cause due to which changes 
in the variance and mean are produced was dealt by Chao-
Wen Lu [3] et al. Their work considered a process model with 
AR (l) along with a random error. Four parameters were 
considered that is overall mean, two variance parameters and 
one autoregressive parameter. Change in the process can affect 
any one or set of these parameters such as, in batch production 
special cause increase the within batch variability or in-
between batch variability. The paper mainly compares the 
various schemes of monitoring of variance. For the case of 
low to moderate autocorrelation Shewhart control chart and a 
EWMA chart of observation are recommended.  

Timothy M Young [4] et al in his work compared two adjusted 
X- control charts with unadjusted X-control charts. The 
analysis was done for forest manufacturing industry, sample 
size of 10 was taken at 10 minutes interval. A total of 100 
such samples were taken of fiber moisture from continuous 
medium density fiber board manufacturing process. The false 
signals of special cause were increased as the autocorrelation 
was increased. The conventional control chart reported 10 
false alarms for the data set, but when the model was applied 
no such alarm was observed. The authors also indicated that 
the autocorrelation increases if the process is continuous. The 
study also found that the auto correlated control chart of 
Wheeler detected more false alarms then the adjusted control 
chart of Gilbert. The detection of the special cause variation 
also depends upon the degree of the positive autocorrelation. 
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Adjusting the weight factor as a function of the autocorrelation 
is also necessary for the detection of the special-cause 
variation. 

5. RESULTS AND DISCUSSION 

The reviewed literature suggests that independence of the 
observed data is the most critical assumption while plotting 
the control charts and must be taken care of. The dependency 
of data is compensated by models such as ARIMA model. The 
model is applied after considering the Akaike information 
criteria (AIC), and if the value of AIC is lowest among all the 
models then that particular model is applied.  

It was pointed out that when two variables have the same level 
of autocorrelation, the bivariate T2 chart for individual 
observations has a superior performance than the bivariate T2 
chart for rational subgroups of size more than one. In case of 
MCUSUM charts when residuals are used on place of raw 
data the performance of the chart increases. It was also 
concluded that X/MR chart is better for processes that exhibit 
stationary time series model, while EWMA is better when the 
data has a non-stationary time series model. The type of data 
influences the choice of model and the control chart to be used 
and it is the skill of the quality control engineer to choose the 
appropriate model while dealing with auto correlated data. 

6. CONCLUSION 

The basic assumption of the Shewhart control chart is that the 
observation data is independent in nature, but in various cases 
the assumption is not so true. The observations are related 
with each other such data is called as auto correlated. When 
standard control charts are applied with auto correlation, there 
is an increase in the number of false alarms. To deal with the 
problem of autocorrelation, one approach is to nullify the 
effect of autocorrelation by a time series model and to use 
residuals for plotting the control chart. As the residuals are 
statistically uncorrelated and follow normal distribution, the 
theory of traditional control charts can be used effectively. 
Some case studies involving the use of X/MR, Exponential 
weighted moving average (EWMA) and ARIMA time series 
models has been explained in this literature review.  
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